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ABSTRACT

The rapid advancement of digital technologies and globalization processes poses significant challenges for minority 
and regional languages worldwide, with the Azerbaijani language representing a critical case study in contemporary 
sociolinguistic transformation. This study addresses the multifaceted impact of digital communication platforms, social 
media integration, and global connectivity on Azerbaijani language use. It was found three critical challenges con-
fronting modern Azerbaijani: (1) the proliferation of unregulated borrowings from English, Russian, and Turkish creates 
semantic overload and syntactic inconsistencies, particularly in technical and commercial domains; (2) the absence of 
standardized corpora and AI-powered language tools marginalizes Azerbaijani in natural language processing appli-
cations, limiting its digital infrastructure development; and (3) informal digital communication practices encourage 
non-standardized usage patterns that deviate from traditional grammatical structures. These findings demonstrate 
that unchecked globalization threatens to peripheralize Azerbaijani in professional, academic, and digital spheres, 
although simultaneously may create opportunities for linguistic innovation and cultural exchange. The implications of 
this research extend beyond descriptive linguistics to practical language policy and technological development. We 
advocate for strategic interventions including language-specific AI research investment, establishment of national ter-
minology standardization councils, and development of publicly accessible intelligent language tools. We believe these 
measures are essential for ensuring the language’s sustainable growth and cultural preservation in an increasingly 
digitalized/connected world, providing a framework applicable to other endangered and/or minority languages facing 
similar technological pressures. 
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INTRODUCTION

Globalization refers to the process of economic, cultural, 
and communicative interdependence that expands the 
flow of information and goods beyond national borders. 
This has largely been one of the causes of the establis-
hment of English (although also other hegemonic lan-
guages) as privileged vectors of prestige and modernity 
(Jacquemet, 2021). Furthermore, digitalization encom-
passes the transformation of discourses, practices, and 
resources into electronic formats, as well as the consoli-
dation of online platforms that socialize language use in 
immediate and multimodal contexts (Lütge et al., 2019). 
In this context, digital sociolinguistics studies how new 
modes of interaction (instant messaging, social networks, 
forums) facilitate code-switching and code-mixing dyna-
mics, incorporating elements from different languages 
within a single utterance and generating what is often 
called the “technolect” or “digital lingua franca” (Busch, 
2021; Daniel et al., 2021). These forms of language con-
tact not only introduce neologisms and acronyms—for 
example, terms like “applaşdırmaq” (to make applaable) 
or “like-lamaq” (to give a like)—but also foster morpho-
syntactic adaptations that challenge traditional normative 
rules, opening fertile ground for the study of linguistic in-
novation and, simultaneously, for the analysis of semantic 
drift and contextual ambiguity.

The phenomenon of lexical borrowings and morpho-
syntactical adaptations thus becomes an indicator 
of prolonged contact between languages, including 
Azerbaijani, and global languages such as English or 
Russian, while simultaneously reconfiguring the domains 
of use of the national language (from informal to acade-
mic) (Mammadova, 2022). These interrelations strain the 
duality between linguistic modernization—necessary for 
integration into global spaces—and the preservation of 
identity integrity (Jorroch & Prawdzic-Jankowska, 2024). 
In this sense, a terrain has been defined in which standar-
dization policies, digitalization, and the implementation of 
educational tools, possibly with the inclusion of artificial in-
telligence, emerge as indispensable strategic responses. 
Thus, this conceptual framework offers a solid basis for 
analyzing the vectors of change in the Azerbaijani langua-
ge to propose a balance between innovation and cultural 
legacy, ensuring its resilience in the digital age.

Thus, as is the case with other languages, the Azerbaijani 
language is experiencing monumental transformations in 
this age of digital technology. As a result of the widespread 
use of digital communication technology, social media, 
and increased global connectedness, people’s unders-
tanding of language and how they use it are undergoing 
significant transformations. Not only has the expanding 

influence of digitalization brought about new vocabulary 
items, such as online slang, acronyms, and borrowed 
foreign terminology, but it has also brought about chan-
ges in communication patterns and cultural expressions 
within the Azerbaijani linguistic landscape. A whole new 
language has emerged on the Internet as a consequence 
of the widespread use of mobile phones and social media 
platforms. This language is characterized by code-swit-
ching, informality, and abbreviations. In commercial and 
technical contexts, speakers of Azerbaijani often make 
use of loanwords from English and Russian. This linguis-
tic growth is consistent with broader global patterns such 
as those seen in other national languages and languages 
spoken by minority groups. However, despite the fact that 
these developments bring about globalization and moder-
nity, they also make it more difficult to preserve the integri-
ty of national identities and languages. A case of special 
attention/interest is the Azerbaijani alphabet (Figure 1).

Fig 1. Azerbaijani alphabet.

Source. Ager (2025).

As stated before, because of globalization, there is grea-
ter interaction between different cultures and languages, 
which results in both the enrichment and the dilution of 
local linguistic systems. Code-mixing and language bo-
rrowing have the potential to be important forces that con-
tribute to the advancement and creativity of language. 
Unless individuals actively try to stop this tendency and 
apply strategic measures, the expansion of global langua-
ges, notably English, threatens to drive national langua-
ges like Azerbaijani to the edges of professional, acade-
mic, and digital contexts. This is especially true because 
English is the dominant language in the world, and holds 
a notorious power (Figure 2). Therefore, the government 
of Azerbaijan has made the use of local terminology, the 
digitization of linguistic resources, and the enhancement 
of educational programs a priority in order to mitigate the 
consequences of these factors. Institutions such as the 
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Nasimi Institute of Linguistics are very important when it comes to studying the sociolinguistic consequences of tech-
nology and the standardization of terminology. The importance of having a comprehensive understanding of the ways 
in which digital culture shapes language patterns has never been higher than it is right now.

Fig 2. The power of language.

Source. FasterCapital (2025).

With this in mind, the main objective of this research is to investigate the changing nature of the Azerbaijani language 
in relation to technological progression, globalization, and the rise of social media. It is addressed historical evolution 
of terminology, communication techniques, and word usage in order to propose proposals for the preservation of lan-
guage over the long term. It is also examined current trends and makes comparisons with other countries throughout 
the globe in order to establish the framework for understanding how the Azerbaijani language could thrive in a society 
that is more globalized and digital.

DEVELOPMENT

The modernization of communication networks throughout the globe, as well as the expanding influence of social media 
and technology, have had a significant impact on minority and regional languages, such as Azerbaijani. Azerbaijani, like 
many other low-resource languages, has challenges in producing CodeMix texts (See Figure 3) owing to the frequen-
cy of hybrid word formations, informal syntactic structures, and multilingual interference, particularly on social media 
platforms (Sreelakshmi et al., 2024). This is especially true on platforms that allow for the use of two or more languages.

Recent developments in artificial intelligence-based linguistic tools and linguistic modeling have resulted in the deve-
lopment of new techniques that may assist with the preservation of language and the standardization of its structure. 
In this regard, Chen et al. (2014) developed an automated method with the purpose of highlighting the significance of 
reference aids in enhancing the productive language use of English as a Foreign Language (EFL) learners. To assist 
younger digital natives in acquiring traditional vocabulary and grammar, it may be beneficial to repurpose similar tools 
for the Azerbaijani language.
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Fig 3. CodeMix example.

Source : Chatterjee (2022).

Through the application of GPT-based models to structured data visualizations (Maddigan & Susnjak, 2023) and mul-
tilingual programming frameworks (Katzy, 2024), it may be possible to get a deeper understanding of the potential 
complications and solutions that artificial intelligence may provide in multilingual environments. For example, Arnau-
González et al. (2023) state that intelligent tutoring systems for arithmetic problems have the potential to increase stu-
dents’ ability to solve problems while they are in the classroom.  In light of this, it seems that there are equivalent options 
for acquiring a language and correcting terminology (Maimaiti et al., 2022).

Research on neural machine translation has brought to light the fact that lexical ambiguities and a dearth of corpus-ba-
sed resources are factors that contribute to the escalation of language challenges in groups with limited resources. For 
the purpose of strengthening Azerbaijani-language artificial intelligence systems, tools that integrate domain-specific 
lexicons hold promise for ensuring terminological accuracy even in fields that are constantly evolving, such as law, 
medicine, or information and communication technology. Considering the above, the following are some of the most 
pressing issues that contemporary Azerbaijanis are facing.

Globalization and the advent of digital communication are directly responsible for the fact that there is a proliferation of 
borrowed terms and phrases on the Internet. The presence of such a wide range of languages makes it more difficult to 
develop efficient Azerbaijani search engines and learning platforms (Jeong et al., 2024) for educational purposes, just 
as it is in other language ecosystems. The Azerbaijani language continues to be one of the least used languages in the 
fields of artificial intelligence and natural language processing, leading to its low ranking. When compared to languages 
that have better resources, it is more challenging to create AI-powered learning systems for languages that do not have 
standardized corpora and lexicons (Maimaiti et al., 2022).

There is a lack of artificial intelligence in the classroom. Although AI has the potential to enhance tutoring and grammar 
correction (Arnau-González et al., 2023), there are presently no solutions that are suited for Azerbaijani. Despite ongoing 
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efforts, the local educational infrastructure continues to 
struggle with the challenge of incorporating such techno-
logies. Because of the informal character of Azerbaijani’s 
online presence, it tends to encourage non-standardized 
usage, especially on websites that neglect appropriate 
spelling, grammar, and code-switching. Sreelakshmi et al. 
(2024) discovered that multilingual contexts, particularly 
those including Dravidian languages, exhibited compara-
ble trends.

With the rise of the Internet, the Azerbaijani language and 
its use have seen a sea change. Platforms such as social 
networking, instant messaging apps, and content produc-
tion websites have introduced significant language va-
riances. Some examples of these differences include the 
use of informal abbreviations and transliterations and the 
heavy use of codes from English, Russian, and Turkish.  
According to Sreelakshmi et al. (2024), these tendencies 
mirror the language mixing that occurs in CodeMix envi-
ronments. These scholars bring attention to the risks of 
contextual ambiguity and semantic drift in digital commu-
nication systems that support many languages.

A result of unchecked language that confuses both native 
speakers and learners is the rapid influx of tech-related 
jargon, which is often and directly borrowed from English 
or Russian. This is significant for the development of mo-
dern Azerbaijani technolect, according to Katzy (2024), 
who argues that unregulated language situations in multi-
lingual environments often lead to semantic overload and 
incorrect syntax. In the field of education, the Azerbaijani 
people face significant obstacles. There is a lack of com-
prehensive online learning platforms that include resou-
rces like corpora, automatic feedback systems, and AI-
powered grammar checkers.  

These technologies are very critical in today’s educational 
system, especially for languages that do not have enough 
resources. Chen et al. (2014) demonstrated the efficacy of 
intelligent formulaic expression aid for English language 
learners.  As a concept, this is rather new to Azerbaijani 
speakers. Arnau-González et  al. (2023) introduced inte-
lligent tutoring systems for structured learning, which is 
insult to injury. In order to make these techniques work 
for Azerbaijani, we may change them so that words are 
easier to remember and utilize consistently. However, ma-
chine translation, voice recognition, and intelligent assis-
tants are all negatively impacted by the persistent unde-
rrepresentation of Azerbaijani in the training data of large 
language models (LLMs). Improving search operations in 
pre-trained models and effectively managing data diversi-
ty are crucial for better support of low-resource languages 
(Jeong et al., 2024).

Similarly, Maimaiti et al. (2022) suggested that pre-trained 
lexicon embeddings might improve machine translation 
transfer learning in low-resource scenarios.  As far as 
Azerbaijani NLP is concerned, this is a promising develo-
pment. In addition, Maddigan and Susnjak (2023) introdu-
ced Chat2VIS, a language-based data visualization tool, 
which is at the forefront of human-artificial intelligence in-
teraction.  This technology shows great promise as a tool 
for Azerbaijani language training and research.

Finally, it is worth emphasizing that the tension between 
modernization and identity preservation is not unique to 
Azerbaijani, but rather reflects a global challenge for mi-
nority and emerging languages: the challenge is to design 
adaptive models that allow for the progressive incorpora-
tion of lexical innovations and technological regulations 
without sacrificing the internal cohesion of the linguistic 
system or its symbolic and cultural value. In our opinion, 
this balance will be achieved through a holistic approach 
that combines: (1) academic research in digital sociolin-
guistics and NLP; (2) the creation of inclusive digital in-
frastructures; (3) flexible yet firm regulations in the field 
of terminology; and (4) ongoing training for speakers and 
language professionals. Only in this way can Azerbaijani 
establish itself as a vibrant language, capable of enga-
ging on an equal footing in the global arena while simulta-
neously preserving its historical richness and central role 
in national identity.

CONCLUSIONS

There is a convergence of issues in the fields of linguis-
tics, technology, and education that are having an impact 
on the Azerbaijani language. There is a dearth of variety 
in the datasets that are used to train natural language pro-
cessing (NLS), there is a rising discrepancy in the avai-
lability of standardized current vocabulary, and there is a 
paucity of educational materials that are driven by artificial 
intelligence. To begin, the language is not as helpful in the 
business or in the classroom since there is not enough 
digital infrastructure for things like intelligent conversation 
systems, predictive typing, and grammatical correction 
software. Both of these things are essential for effective 
communication. The development of natural language 
processing tools for low-resource languages is not only 
feasible but also essential, as Sreelakshmi et  al. (2024) 
and Maimaiti et al. (2022) have pointed out. This is neces-
sary in order for these languages to continue to exist and 
adapt to the modern day.

The second issue is that unrestrained lexical borrowing 
is causing a complex network of terminology to emer-
ge, which is making it more difficult to use language. 
Compounding the issue is the absence of a regulatory 
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organization that has the capacity to update and regu-
late the Azerbaijani language. Because of those authors 
like Chen et al. (2014) and Katzy (2024) both emphasize 
the need of systematic vocabulary increase as a means 
of preserving language in modern contexts. In addition, 
the absence of digital dictionaries, corpus databases, 
interactive applications, and intelligent tutoring systems 
that are available in the Azerbaijani language makes 
the educational limits even more severe. In contrast to 
other languages, which have powerful learning environ-
ments assisted by artificial intelligence, those who study 
Azerbaijani continue to employ older methods that are ba-
sed on print. One of the last repercussions of the global 
neglect of artificial intelligence is that Azerbaijani citizens 
are unable to take part in the growing ecosystem of com-
munication platforms driven by AI. A consequence of this 
digital marginalization that may result in a generational 
gap is the possibility that younger users would renoun-
ce the use of their native language in favor of English or 
Russian for reasons related to their professional and tech-
nical responsibilities.

In order to address these issues, a number of long-term 
strategies are required:

1. Allocating funds to research on artificial intelligence 
and natural language processing that is particular to 
a language.

2. The establishment of a national council with the pur-
pose of standardizing speech in the fields of science, 
technology, and social media.

3. In the process of developing language visualization 
systems, chatbots, and intelligent dictionaries that 
are publicly accessible and powered by artificial 
intelligence.

4. Azerbaijani will be added to databases all over the 
globe in order to guarantee that it will be included into 
AI systems of the future generation.

We believe that the future of the Azerbaijani language in 
the digital world is contingent on a collaborative effort on 
the part of linguists, technologists, and politicians working 
together inside the same direction.
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